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ملخص البحث

أدى الانتشار الواسع للنماذج اللغوية الكبيرة )LLMs( مثل ChatGPT وGPT-4 إلى تحول جذري في طرق

إنتاج المحتوى النصي، مما أثار مخاوف جدية بشأن النزاهة الأكاديمية ومصداقية المعلومات. استجابةً

لذلك، ظهرت فئة جديدة من البرمجيات تُعرف بأدوات اكتشاف النصوص المولدة بالذكاء الاصطناعي.

يهدف هذا البحث إلى تقديم تحليل شامل لهذه الأدوات، مستعرضاً آليات عملها التقنية القائمة على

مفاهيم مثل “الحيرة” )Perplexity( و”الانفجارية” )Burstiness(. كما يناقش البحث التحديات الجوهرية

التي تواجه هذه الأدوات، وعلى رأسها معضلة “النتائج الإيجابية الكاذبة” )False Positives( والتحيز ضد

الكتاب غير الناطقين باللغة الإنجليزية. من خلال مراجعة الأدبيات العلمية الحديثة، يخلص البحث إلى أن

هذه الأدوات، رغم أهميتها، لا تزال تفتقر إلى الدقة المطلقة، مما يستوجب تبني نهج تربوي وأخلاقي

يتجاوز مجرد الاعتماد التقني الصرف.

1. المقدمة

شهد العقد الحالي ثورة غير مسبوقة في مجال الذكاء الاصطناعي التوليدي، حيث أصبحت النماذج اللغوية

قادرة على إنتاج نصوص تحاكي الأسلوب البشري بدقة مذهلة. هذا التطور، رغم فوائده الجمة في تعزيز

الإنتاجية، خلق تحديات أخلاقية وقانونية معقدة، خاصة في البيئات الأكاديمية والإعلامية. فقد أصبح من

.)Mudipalli, 2025( الصعب التمييز بين النص الذي صاغه عقل بشري والنص الذي ولّدته خوارزمية

في هذا السياق، برزت الحاجة الملحة لأدوات قادرة على “كشف القناع” عن النصوص الاصطناعية.

وتسابقت الشركات التقنية والمؤسسات البحثية لتطوير كواشف تعتمد على خوارزميات تعلم الآلة لتمييز

الأنماط الإحصائية الكامنة في النصوص المولدة آلياً. ومع ذلك، فإن هذا المجال تحول سريعاً إلى ما يشبه

“سباق تسلح” بين مطوري النماذج التوليدية الذين يسعون لجعل نصوصهم أكثر “بشرية”، ومطوري أدوات
.)Kehkashan, 2025( الاكتشاف الذين يحاولون مواكبة هذه التطورات



تتناول هذه الورقة العلمية أدوات اكتشاف النصوص من منظور نقدي، حيث تبحث في مدى موثوقيتها،

وتستعرض الإيجابيات والسلبيات المرتبطة باستخدامها، مع التركيز على التحديات التقنية والأخلاقية التي

تجعل من عملية الاكتشاف مهمة شاقة وغير مضمونة النتائج في كثير من الأحيان.

2. آليات عمل أدوات اكتشاف النصوص

تعتمد أدوات اكتشاف النصوص بالذكاء الاصطناعي على حقيقة تقنية مفادها أن النماذج اللغوية الكبيرة،

مهما بلغت دقتها، تتبع أنماطاً إحصائية واحتمالية معينة تختلف عن العشوائية والإبداع البشري. ويمكن

تقسيم آليات الاكتشاف إلى عدة محاور رئيسية:

)Perplexity( 2.1 مقياس الحيرة

يُعد مقياس “الحيرة” أحد الركائز الأساسية في عملية الاكتشاف. وهو يقيس مدى “تعقيد” النص أو مدى

سهولة تنبؤ النموذج اللغوي بالكلمة التالية في الجملة. تميل النصوص المولدة بالذكاء الاصطناعي إلى أن

تكون ذات “حيرة منخفضة”، لأن النماذج تختار عادةً الكلمات الأكثر احتمالاً إحصائياً بناءً على سياق

الجملة. في المقابل، تتسم الكتابة البشرية بـ “حيرة عالية” نظراً لاستخدام مفردات غير متوقعة أو تراكيب

.)UCLA HumTech, 2025( لغوية فريدة

)Burstiness( 2.2 مقياس الانفجارية

بينما تركز “الحيرة” على مستوى الكلمات، تركز “الانفجارية” على هيكلية الجمل وطولها. تميل النماذج

اللغوية إلى إنتاج جمل ذات أطوال متقاربة وتراكيب متوازنة بشكل رتيب، مما يؤدي إلى “انفجارية

منخفضة”. أما البشر، فغالباً ما يمزجون بين الجمل القصيرة المقتضبة والجمل الطويلة المعقدة في نفس

الفقرة، مما يخلق تبايناً إيقاعياً يُعرف بـ “الانفجارية العالية”. أدوات الاكتشاف مثل GPTZero تعتمد بشكل

.)Wakjira, 2025( كبير على هذا التباين لتمييز الهوية البشرية للنص

)Watermarking( 2.3 العلامات المائية الرقمية

تتجه بعض الشركات المطورة للذكاء الاصطناعي، مثل OpenAI، نحو دمج “علامات مائية” غير مرئية في

النصوص المولدة. تعتمد هذه التقنية على اختيار كلمات معينة وفق نمط رياضي محدد أثناء عملية

التوليد، بحيث يمكن لأداة الاكتشاف التعرف على هذا النمط لاحقاً. ورغم أن هذه الطريقة توفر دقة عالية،

إلا أنها تظل محدودة بالنماذج التي تلتزم بوضع هذه العلامات، كما يمكن الالتفاف عليها عبر إعادة صياغة

.)ResearchGate, 2026( النص



)Classifier-based Analysis( 2.4 التحليل القائم على المصنفات

تستخدم بعض الأدوات نماذج تعلم عميق تم تدريبها خصيصاً على مجموعات بيانات ضخمة تحتوي على

نصوص بشرية وأخرى اصطناعية. تتعلم هذه المصنفات تمييز الفروق الدقيقة في توزيع الاحتمالات

والخصائص اللغوية التي قد لا يدركها البشر. وتُعد أداة Turnitin AI مثالاً بارزاً على هذا النهج، حيث تقارن

.)Originality.ai, 2026( المختلفة GPT النص المقدم بأنماط معروفة للنصوص المولدة بواسطة نماذج

3. تحليل مقارن لأبرز أدوات الاكتشاف

تتفاوت الأدوات المتاحة حالياً في دقتها ومنهجيتها، وفيما يلي استعراض لأبرز هذه الأدوات بناءً على

الدراسات التجريبية الحديثة:

GPTZero 3.1 أداة

تُعد من أشهر الأدوات المستقلة، وقد اكتسبت شهرتها من تركيزها على مقاييس الحيرة والانفجارية. تتميز

بواجهة سهلة الاستخدام وقدرة جيدة على اكتشاف النصوص المولدة بواسطة GPT-3 وGPT-3.5. ومع

GPT- ذلك، تشير الدراسات إلى أن دقتها تنخفض بشكل ملحوظ عند التعامل مع نماذج أكثر تقدماً مثل

.)Arxiv, 2025( 4، أو عند استخدام تقنيات إعادة الصياغةo

Turnitin AI 3.2 أداة

تستهدف هذه الأداة القطاع الأكاديمي بشكل خاص، حيث تم دمجها في نظام كشف الانتحال الشهير.

تدعي الشركة أن نسبة النتائج الإيجابية الكاذبة لديها أقل من 1%، ولكن تقارير المستخدمين والباحثين

تشير إلى وجود حالات ظلم أكاديمي ناتجة عن ثقة المؤسسات العمياء في هذه النسبة، خاصة عند التعامل

.)MDPI, 2025( مع نصوص أكاديمية رصينة قد تتشابه في نمطها مع الذكاء الاصطناعي

Originality.ai 3.3 أداة

تستهدف هذه الأداة ناشري المحتوى الرقمي والمسوقين. وتُعد من أكثر الأدوات صرامة، حيث يتم تحديث

خوارزمياتها باستمرار لمواكبة الإصدارات الجديدة من النماذج التوليدية. أظهرت بعض الاختبارات المقارنة

تفوقها في اكتشاف النصوص التي خضعت لعمليات تحرير طفيفة، إلا أنها تعاني أيضاً من ميل نحو

.)Originality.ai, 2026( تصنيف النصوص البشرية الرسمية كذكاء اصطناعي



)False Positives( 4. معضلة النتائج الإيجابية الكاذبة

تمثل “النتائج الإيجابية الكاذبة” التحدي الأكبر والأكثر خطورة في مجال اكتشاف النصوص. وتحدث هذه

الحالة عندما تصنف الأداة نصاً كتبه إنسان بالكامل على أنه مولد بالذكاء الاصطناعي.

4.1 الأثر النفسي والأكاديمي

إن اتهام طالب أو باحث بالانتحال العلمي بناءً على تقرير أداة غير دقيقة له عواقب وخيمة، تشمل تدمير

السمعة الأكاديمية، والضغط النفسي الشديد، وفقدان الثقة في المنظومة التعليمية. تشير الدراسات إلى

أن الطلاب الذين تعرضوا لاتهامات خاطئة يعانون من “قلق الكتابة” المستقبلي، حيث يخشون استخدام

.)IGI Global, 2024( مفردات متقدمة أو تراكيب معقدة خوفاً من أن يتم تصنيفهم كآلات

4.2 التحيز اللغوي ضد غير الناطقين بالإنجليزية

أثبتت الأبحاث أن أدوات الاكتشاف تعاني من تحيز منهجي ضد الكتاب الذين يستخدمون الإنجليزية كلغة

ثانية )ESL(. نظراً لأن هؤلاء الكتاب يميلون إلى استخدام تراكيب لغوية أكثر بساطة ومفردات محدودة

وأسلوباً أكثر رتابة، فإن الخوارزميات غالباً ما تخطئ في تصنيف كتاباتهم كذكاء اصطناعي. هذا التحيز يخلق

.)Tandfonline, 2024( فجوة في العدالة الأكاديمية على مستوى عالمي

5. التحديات والقيود التقنية

تواجه أدوات الاكتشاف عقبات تجعل من الصعب الوصول إلى يقين مطلق في نتائجها:

)Paraphrasing Tools( 5.1 أدوات إعادة الصياغة

تُعد أدوات مثل Quillbot العدو اللدود لكواشف الذكاء الاصطناعي. فبمجرد تمرير النص المولد آلياً عبر أداة

إعادة صياغة، تتغير الأنماط الإحصائية )الحيرة والانفجارية( بشكل جذري، مما يجعل النص يبدو بشرياً

تماماً أمام الكواشف التقليدية. هذا التلاعب يخلق حلقة مفرغة من التحديثات التقنية بين الطرفين.

5.2 التطور المتسارع للنماذج التوليدية

تتطور النماذج اللغوية الكبيرة بسرعة تفوق قدرة أدوات الاكتشاف على التكيف. النماذج الحديثة مثل

GPT-4o وClaude 3.5 قادرة على محاكاة العواطف البشرية، واستخدام الفكاهة، وارتكاب أخطاء بشرية

.)MDPI, 2025( ”طفيفة بشكل متعمد، مما يضلل الكواشف التي تبحث عن “الكمال الإحصائي



5.3 النصوص القصيرة والمتخصصة

تنخفض دقة الكواشف بشكل حاد عند التعامل مع نصوص قصيرة )أقل من 250 كلمة( أو نصوص تقنية

متخصصة جداً )مثل الأكواد البرمجية أو الأوراق العلمية في الفيزياء(. في هذه الحالات، تكون الخيارات

اللغوية محدودة بطبيعتها، مما يجعل التمييز الإحصائي شبه مستحيل.

6. الإيجابيات والسلبيات: رؤية متوازنة

لا يمكن الحكم على أدوات اكتشاف النصوص بالذكاء الاصطناعي كأدوات “جيدة” أو “سيئة” بشكل مطلق،

بل يجب تقييمها بناءً على سياق الاستخدام والوعي بحدودها.

6.1 الإيجابيات )المزايا(

حماية النزاهة الأكاديمية: توفر هذه الأدوات خط دفاع أول للمؤسسات التعليمية ضد الاستخدام1. 

غير المصرح به للذكاء الاصطناعي في الواجبات والأبحاث، مما يساعد في الحفاظ على قيمة

الشهادات العلمية.

الردع النفسي: مجرد وجود هذه الأدوات يعمل كعامل ردع للطلاب والباحثين، حيث يشجعهم على2. 

الاعتماد على مهاراتهم الذاتية بدلاً من اللجوء إلى التوليد الآلي السهل.

التحقق من المحتوى الإعلامي: تساعد هذه الأدوات الصحفيين والمحررين في التأكد من أن3. 

اً” تم إنتاجه بكميات المقالات والتقارير المقدمة إليهم هي نتاج جهد بشري وليست محتوى “معلب

ضخمة عبر الخوارزميات.

تطوير مهارات الكتابة: يمكن استخدام هذه الأدوات كأدوات تعليمية، حيث يمكن للطلاب فحص4. 

كتاباتهم وفهم لماذا قد تبدو “آلية”، مما يحفزهم على تطوير أسلوب أكثر إبداعاً وتميزاً.

6.2 السلبيات )العيوب(

انعدام اليقين: لا توجد أداة حالياً يمكنها ضمان دقة 100%. الاعتماد عليها كدليل قاطع في القضايا1. 

التأديبية يعد مخاطرة قانونية وأخلاقية كبيرة.

خنق الإبداع: قد يميل الكتاب إلى تجنب أساليب معينة أو مفردات دقيقة خوفاً من تصنيفها كذكاء2. 

اصطناعي، مما يؤدي إلى “تسطيح” اللغة البشرية وجعلها أكثر رتابة.

التكلفة العالية: تتطلب الأدوات الأكثر دقة اشتراكات مالية باهظة، مما يخلق فجوة بين المؤسسات3. 

الغنية التي تمتلك هذه التقنيات والمؤسسات الأقل حظاً.

سهولة الالتفاف: كما ذكرنا سابقاً، يمكن لأي شخص لديه معرفة تقنية بسيطة الالتفاف على هذه4. 

الأدوات عبر إعادة الصياغة اليدوية أو الآلية، مما يجعلها غير فعالة ضد “المحترفين” في التلاعب.



7. الآثار الأخلاقية والتربوية

إن دمج أدوات الاكتشاف في المنظومة التعليمية يثير تساؤلات فلسفية حول طبيعة التعلم والتقييم.

7.1 من “الشرطي الرقمي” إلى “الميسر التربوي”

يجب على المؤسسات التعليمية التحول من استخدام هذه الأدوات كـ “شرطي” يبحث عن المخالفات، إلى

استخدامها كجزء من حوار تربوي أوسع. بدلاً من معاقبة الطالب بناءً على تقرير الأداة، يجب استخدامه

كبداية لنقاش حول كيفية استخدام الذكاء الاصطناعي بشكل أخلاقي ومسؤول كأداة مساعدة وليس كبديل

.)NIU CITL, 2024( للعقل

7.2 الشفافية والعدالة

من حق الطلاب والباحثين معرفة الأدوات المستخدمة لتقييم أعمالهم، وفهم كيفية عملها، وامتلاك الحق

في الطعن في نتائجها. يجب أن تكون هناك سياسات واضحة تمنع اتخاذ قرارات تلقائية بناءً على

مخرجات الخوارزميات دون تدخل بشري خبير.

8. الآفاق المستقبلية لسباق التسلح الرقمي

إن مستقبل اكتشاف النصوص بالذكاء الاصطناعي يتجه نحو مزيد من التعقيد.

8.1 الذكاء الاصطناعي ضد نفسه

سنرى نماذج ذكاء اصطناعي يتم تدريبها خصيصاً لاكتشاف مخرجات نماذج أخرى، وفي المقابل، سيتم

تدريب نماذج توليدية لتجاوز هذه الكواشف في حلقة لا تنتهي من التطور. هذا الصراع سيؤدي في النهاية

إلى نصوص اصطناعية لا يمكن تمييزها إحصائياً عن النصوص البشرية.

8.2 التحول نحو التوثيق والمصادر

نظراً لصعوبة الاكتشاف التقني، قد يتجه العالم نحو التركيز على “عملية الكتابة” بدلاً من “المنتج النهائي”.

تقنيات مثل تتبع سجل التعديلات )Version History( في مستندات جوجل أو مايكروسوفت وورد قد

تصبح هي الدليل الأقوى على الجهد البشري.

8.3 التعاون بين الإنسان والآلة

قد نصل إلى مرحلة يصبح فيها السؤال “هل كتب هذا إنسان أم آلة؟” سؤالاً غير ذي صلة، حيث سيصبح

التعاون بينهما هو المعيار. التحدي الحقيقي سيكون في تحديد “مساهمة الإنسان” ومدى أصالته في



الفكرة والتوجيه، وليس في صياغة الكلمات بحد ذاتها.

9. الخاتمة والتوصيات

تعد أدوات اكتشاف النصوص بالذكاء الاصطناعي ابتكاراً ضرورياً في عصر التحول الرقمي، لكنها ليست حلاً

سحرياً. إنها أدوات احتمالية تعاني من ثغرات تقنية وتحيزات لغوية تجعل الاعتماد المنفرد عليها أمراً

محفوفاً بالمخاطر.

التوصيات:

للمؤسسات الأكاديمية: عدم اتخاذ قرارات عقابية بناءً على تقارير الأدوات وحدها، وضرورة وجود1. 

لجنة بشرية لتقييم الحالات المشتبه بها.

للباحثين والكتاب: التركيز على الأصالة الفكرية وتوثيق مراحل العمل لضمان القدرة على إثبات2. 

الجهد البشري عند الحاجة.

للمطورين: العمل على تقليل التحيز ضد غير الناطقين بالإنجليزية وزيادة شفافية الخوارزميات3. 

المستخدمة في الاكتشاف.

في نهاية المطاف، سيبقى العقل البشري وقدرته على النقد والتحليل والابتكار هو المعيار الحقيقي

للأصالة، وهو ما لا يمكن لأي خوارزمية، مهما بلغت دقتها، أن تحاكيه بالكامل.

10. تحليل معمق للنماذج الرياضية خلف الاكتشاف

لفهم سبب فشل أو نجاح هذه الأدوات، يجب الغوص في الرياضيات الكامنة خلفها. تعتمد معظم

الكواشف على مفهوم “توزيع الاحتمالات”. عندما يقوم نموذج مثل GPT-4 بتوليد نص، فإنه يختار الكلمة

التالية بناءً على “ناقلات” )Vectors( تمثل المعاني والسياقات.

10.1 التوزيع الاحتمالي والنمطية

في الكتابة البشرية، نجد ما يسميه اللغويون “الانحراف عن المتوقع”. الإنسان قد يختار كلمة “شجاعة” بدلاً

من “قوة” ليس بناءً على تكرار إحصائي، بل بناءً على شحنة عاطفية أو ذكرى معينة. أما الذكاء الاصطناعي،

فيميل إلى البقاء ضمن “منطقة الأمان الإحصائية”. أدوات الاكتشاف تقوم بحساب “الاحتمالية العكسية”؛

اً”، يتم أي أنها تسأل: “لو كان عليّ توليد هذا النص، فما مدى سهولة ذلك؟”. إذا كانت الإجابة “سهل جد

تصنيف النص كذكاء اصطناعي.



10.2 أثر حجم العينة على الدقة

تشير الأبحاث إلى أن دقة الاكتشاف تزداد طردياً مع طول النص. في النصوص التي تتجاوز 1000 كلمة،

تصبح الأنماط الإحصائية للذكاء الاصطناعي أكثر وضوحاً، حيث يسهل رصد التكرار في بنية الجمل. أما في

الفقرات القصيرة، فإن “الضوضاء الإحصائية” تكون عالية جداً، مما يجعل التفريق بين إنسان يكتب

.)Mudipalli, 2025( ًبوضوح وآلة تكتب بدقة أمراً مستحيلاً تقنيا

11. الهجمات العدائية )Adversarial Attacks( وطرق الالتفاف

كما هو الحال في الأمن السيبراني، هناك “مخترقون” يسعون لتجاوز أنظمة الكشف. وتتنوع هذه الطرق

من البسيطة إلى المعقدة جداً.

)Character-level Manipulation( 11.1 التلاعب بالرموز

إحدى الطرق البدائية كانت تتمثل في استبدال بعض الحروف الإنجليزية بحروف مشابهة لها من الأبجدية

السيريلية )مثل حرف ‘o’(. العين البشرية لا تلاحظ الفرق، لكن الخوارزمية التي تبحث عن كلمات إنجليزية

محددة تصاب بالارتباك. ومع ذلك، طورت الأدوات الحديثة قدرة على اكتشاف هذه الحيل عبر توحيد

الرموز )Normalization( قبل التحليل.

)Prompt Engineering for Evasion( 11.2 “التسميم” اللغوي

يمكن للمستخدمين توجيه الذكاء الاصطناعي لكتابة نص “بأسلوب بشري غير متوقع”. عبر استخدام أوامر

مثل: “اكتب بأسلوب يحتوي على أخطاء قواعدية طفيفة، واستخدم جملًا متفاوتة الطول بشكل حاد،

وتجنب الكلمات الشائعة”، يمكن للنماذج التوليدية إنتاج نصوص ذات “حيرة” و”انفجارية” عالية جداً، مما

.)Wakjira, 2025( يخدع معظم الكواشف الحالية

11.3 إعادة الصياغة اليدوية الذكية

تظل الطريقة الأكثر فعالية هي “التحرير البشري”. عندما يقوم الإنسان بتغيير 20% فقط من كلمات النص

المولد، مع التركيز على الروابط بين الجمل وتغيير الاستعارات، فإنه يكسر “البصمة الرقمية” للآلة. هذا

يطرح سؤالاً فلسفياً: إذا قام الإنسان بتحرير النص وتطويره، فهل يظل نصاً آلياً؟

12. التحديات الخاصة باللغة العربية

بينما تتركز معظم الأبحاث على اللغة الإنجليزية، تواجه اللغة العربية تحديات مضاعفة في مجال الاكتشاف.



12.1 التعقيد الصرفي والاشتقاقي

تتميز العربية بنظام اشتقاقي معقد جداً. الكلمة الواحدة قد تحتوي على جذر وسوابق ولواحق. النماذج

اللغوية، رغم تطورها في العربية، لا تزال تعاني من رتابة في اختيار الروابط )مثل الاستخدام المفرط لـ “و” أو

“ثم”(. ومع ذلك، فإن أدوات الاكتشاف العربية لا تزال في مراحلها الأولية وتفتقر إلى مجموعات البيانات

الضخمة )Corpora( اللازمة للتدريب الدقيق.

12.2 ندرة الأدوات المتخصصة

معظم المستخدمين العرب يعتمدون على أدوات إنجليزية مترجمة أو أدوات عالمية تدعم العربية بشكل

ثانوي. هذا يؤدي إلى نسب خطأ عالية جداً، حيث لا تدرك هذه الأدوات الفروق الدقيقة بين الأسلوب

الأدبي العربي والأسلوب الصحفي، مما يؤدي غالباً إلى تصنيف النصوص العربية الفصيحة كذكاء

.)ResearchGate, 2026( اصطناعي نظراً لجزالتها التي قد تبدو “غير طبيعية” للخوارزمية

13. التداعيات القانونية والمسؤولية المدنية

إن استخدام أدوات الاكتشاف ليس مجرد شأن أكاديمي، بل له أبعاد قانونية قد تصل إلى المحاكم.

13.1 التشهير والضرر المهني

إذا قامت شركة بطرد موظف أو رفض مقال لكاتب بناءً على تقرير خاطئ من أداة اكتشاف، فهل يحق

للمتضرر مقاضاة شركة البرمجيات؟ القوانين الحالية لا تزال غامضة، لكن هناك اتجاه نحو اعتبار هذه

الأدوات “أدوات مساعدة للقرار” وليست “صانعة قرار”، مما يلقي بالمسؤولية القانونية على الإنسان الذي

اتخذ القرار النهائي.

13.2 حقوق الملكية الفكرية

هناك جدل قانوني حول ما إذا كان اكتشاف النص كذكاء اصطناعي يسقط عنه حقوق الملكية. في بعض

الولايات القضائية، النصوص المولدة آلياً لا تتمتع بحماية حقوق الطبع والنشر. لذا، تصبح أدوات الاكتشاف

وسيلة لشركات النشر للتحقق من “قابلية حماية” المحتوى الذي تشتريه من الكتاب المستقلين

.)Marymount LibGuides, 2025(



14. دراسات حالة: دروس من الواقع

14.1 قضية “دستور الولايات المتحدة”

في تجربة شهيرة، قام باحثون بتمرير نص “دستور الولايات المتحدة” عبر عدة كواشف للذكاء الاصطناعي.

النتيجة كانت صادمة؛ حيث صنفت معظم الأدوات الدستور على أنه “مولد بالذكاء الاصطناعي بنسبة

90%”. السبب يعود إلى أن الدستور مكتوب بلغة رسمية جداً، دقيقة، ومنظمة، وهي نفس الخصائص

التي يسعى الذكاء الاصطناعي لمحاكاتها. هذه الحالة تُستخدم دائماً للتحذير من الثقة المطلقة في هذه

.)APA, 2024( الأدوات

14.2 تجربة الجامعات الأسترالية

قامت مجموعة من الجامعات الأسترالية بإيقاف استخدام ميزة اكتشاف الذكاء الاصطناعي في منصة

Turnitin مؤقتاً بعد اكتشاف حالات عديدة من الظلم الأكاديمي. وخلصت الدراسة الداخلية إلى أن الأدوات
كانت “تطارد” الطلاب المجتهدين الذين يكتبون بأسلوب أكاديمي صارم، بينما كان الطلاب الذين

يستخدمون الذكاء الاصطناعي مع إعادة صياغة بسيطة يفلتون من الاكتشاف.

15. نحو ميثاق أخلاقي لاستخدام أدوات الاكتشاف

في ظل هذه التحديات، نقترح مجموعة من المبادئ لاستخدام هذه الأدوات بشكل مسؤول:

مبدأ “الشك لصالح المتهم”: يجب اعتبار نتيجة الأداة مجرد “إشارة” تستوجب التحقيق، وليس1. 

دليلاً للإدانة.

مبدأ التعددية: لا يجب الاعتماد على أداة واحدة؛ بل يجب مقارنة نتائج عدة أدوات مختلفة2. 

المنهجية.

مبدأ المواجهة: يجب منح الشخص المتهم فرصة لشرح عملية كتابته وتقديم المسودات الأولية.3. 

مبدأ التحديث المستمر: يجب على المؤسسات مراجعة دقة الأدوات التي تستخدمها بشكل دوري4. 

.)Blind Tests( ”عبر اختبارات “عمياء

16. مستقبل التقييم الأكاديمي في عصر “ما بعد الاكتشاف”

نظراً لعدم موثوقية أدوات الاكتشاف، بدأ الخبراء التربويون في إعادة التفكير في طرق التقييم التقليدية. إذا

لم نعد قادرين على التأكد من أن المقال المنزلي كتبه الطالب، فما هو البديل؟



16.1 العودة إلى “التقييم الحضوري”

.)Viva Voce( هناك توجه متزايد نحو العودة إلى الامتحانات الورقية داخل القاعات، أو الاختبارات الشفوية

في هذه الحالة، لا تهم الأداة المستخدمة في التحضير بقدر ما يهم قدرة الطالب على الدفاع عن أفكاره

وشرحها أمام لجنة من الخبراء. هذا النوع من التقييم يكشف فوراً ما إذا كان الطالب قد استوعب المادة أم

أنه مجرد “ناقل” لمخرجات الآلة.

16.2 التقييم القائم على “العملية” لا “المنتج”

بدلاً من تقييم المقال النهائي فقط، بدأت بعض الجامعات في تقييم “رحلة الكتابة”. يُطلب من الطالب

تقديم مسودات أولية، ومخططات ذهنية، وقائمة بالمصادر التي قرأها، وتعليقاته الشخصية عليها. هذا

النهج يجعل استخدام الذكاء الاصطناعي في اللحظات الأخيرة أمراً مستحيلاً، حيث يجب أن يظهر التطور

الفكري للطالب عبر الزمن.

17. العلامات المائية الرقمية: الحل التقني المأمول؟

تُعلق الكثير من الآمال على تقنية “العلامات المائية” )Watermarking( كحل جذري لمشكلة الاكتشاف.

ولكن، كيف تعمل هذه التقنية وما هي عيوبها؟

17.1 المنهجية التقنية للعلامات المائية

تعتمد هذه التقنية على التلاعب بـ “قائمة الكلمات المرشحة” أثناء التوليد. يقوم النموذج بتقسيم الكلمات

الممكنة إلى “قائمة خضراء” و”قائمة حمراء” بناءً على مفتاح سري. يختار النموذج كلمات من القائمة

الخضراء بشكل أكثر تكراراً مما تفرضه الإحصائيات الطبيعية. أداة الاكتشاف التي تمتلك “المفتاح السري”

يمكنها حساب عدد الكلمات الخضراء في النص؛ فإذا تجاوزت حداً معيناً، يكون النص يقيناً من إنتاج ذلك

.)ResearchGate, 2026( النموذج

17.2 نقاط الضعف في العلامات المائية

رغم قوتها، تواجه هذه التقنية تحديين كبيرين:

هجمات إعادة الصياغة: تغيير عدد قليل من الكلمات أو تغيير ترتيب الجمل يمكن أن يفسد النمط1. 

الإحصائي للعلامة المائية.

مشكلة “النماذج المفتوحة”: بينما قد تلتزم شركات مثل Google أو OpenAI بوضع علامات مائية،2. 

فإن النماذج مفتوحة المصدر )مثل Llama( يمكن لأي شخص تحميلها وتعديلها لإزالة أي نظام

للعلامات المائية، مما يجعل العالم مليئاً بنصوص “غير معلمة”.



18. سيكولوجية الانتحال بالذكاء الاصطناعي وأثرها على “صوت

الكاتب”

بعيداً عن التقنية، هناك بعد إنساني عميق يتأثر بأدوات الاكتشاف. إن الاعتماد على الذكاء الاصطناعي

يؤدي إلى ما يسميه النقاد “فقدان الصوت الشخصي”.

18.1 اغتراب الكاتب عن نصه

عندما يستخدم الباحث الذكاء الاصطناعي لصياغة أفكاره، فإنه يفقد الرابط العاطفي والفكري مع النص.

هذا الاغتراب يجعل الباحث غير قادر على تطوير أسلوبه الخاص، ويؤدي في النهاية إلى “تنميط” الفكر

الإنساني. أدوات الاكتشاف، بتركيزها على الأنماط، قد تدفع الكتاب دون وعي نحو محاكاة أنماط معينة

لتجنب الاكتشاف، مما يزيد من حدة هذه المشكلة.

)Detection Anxiety( 18.2 قلق الاكتشاف

أصبح الكتاب اليوم يعانون من نوع جديد من القلق؛ فبدلاً من التركيز على جودة الفكرة، يقضون ساعات

في تمرير نصوصهم عبر كواشف مختلفة للتأكد من أنها “تبدو بشرية”. هذا الهدر في الطاقة الذهنية يؤثر

سلباً على العملية الإبداعية ويحول الكتابة من متعة فكرية إلى عملية “هندسة عكسية” للخوارزميات.

19. السياسات المؤسسية العالمية: نماذج رائدة

كيف تعاملت المؤسسات الكبرى مع هذه المعضلة؟

19.1 نموذج جامعة هارفارد

تبنت هارفارد نهجاً يركز على “الاستخدام المسؤول”. بدلاً من حظر الذكاء الاصطناعي، وضعت دليلاً يوضح

متى يكون استخدامه مقبولاً )مثل المساعدة في العصف الذهني( ومتى يكون انتحالاً )مثل توليد النص

الكامل(. وتؤكد سياستهم على أن المسؤولية النهائية تقع على عاتق الطالب في التأكد من دقة وأصالة

العمل المقدم.

)Nature & Science( 19.2 نموذج المجلات العلمية الكبرى

اً” )Author( لأنه لا يستطيع وضعت هذه المجلات قواعد صارمة: لا يمكن اعتبار الذكاء الاصطناعي “مؤلف

تحمل المسؤولية القانونية والأخلاقية عن المحتوى. ويجب على الباحثين الإفصاح بشكل كامل عن أي

أدوات ذكاء اصطناعي استخدمت في البحث، مع وصف دقيق لكيفية استخدامها.



20. التحليل الاقتصادي لسوق الاكتشاف

لقد تحول اكتشاف الذكاء الاصطناعي إلى صناعة بمليارات الدولارات.

20.1 تكلفة “الثقة الرقمية”

تستثمر الجامعات والشركات مبالغ طائلة في اشتراكات أدوات الاكتشاف. هذه التكلفة تضاف إلى

ميزانيات التعليم والبحث العلمي، مما يطرح سؤالاً حول الجدوى الاقتصادية: هل من الأفضل إنفاق هذه

الأموال على أدوات اكتشاف قد تخطئ، أم على تطوير طرق تقييم جديدة وتدريب المعلمين؟

20.2 اقتصاديات “القط والفأر”

كلما تطورت أدوات الاكتشاف، زاد الطلب على أدوات “إضفاء الطابع البشري” )Humanizers( التي تعد

بتجاوز هذه الكواشف. هذا يخلق سوقاً موازياً يقتات على الصراع التقني، حيث يدفع المستخدمون مبالغ

للطرفين في نفس الوقت.

21. رؤية ختامية: الإنسان في مواجهة الخوارزمية

في نهاية هذا التحليل المعمق، يتضح أن أدوات اكتشاف النصوص بالذكاء الاصطناعي هي “شر لا بد منه”

في المرحلة الانتقالية الحالية. إنها توفر نوعاً من النظام في عالم رقمي فوضوي، لكنها تحمل في طياتها

بذور الظلم والتحيز.

إن الحل الحقيقي لا يكمن في تطوير خوارزمية اكتشاف أكثر دقة، بل في إعادة تعريف ما نعنيه بـ “الأصالة”

و”الإبداع”. يجب أن نتذكر أن اللغة هي وسيلة للتواصل الإنساني، وليست مجرد توزيع إحصائي للكلمات.

سيبقى النص الذي يحمل “روح” صاحبه، وتجاربه، ورؤيته الفريدة للعالم، هو النص الذي تعجز كل

خوارزميات العالم عن محاكاته أو اكتشافه بشكل كامل.

كلمة أخيرة: إننا نعيش في عصر يتطلب منا أن نكون أكثر إنسانية من أي وقت مضى. فبينما تتعلم

الآلات كيف تتحدث مثلنا، يجب علينا نحن أن نتعلم كيف نفكر بعمق وبأصالة تتجاوز حدود الاحتمالات

الإحصائية.


